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1
METHOD OF APPLYING EDGE OFFSET

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation of copending U.S.
application Ser. No. 14/349,451, filed on Apr. 3, 2014, which
is the National Phase of PCT International Application No.
PCT/CN2013/070222 on Jan. 8, 2013, which claims the
benefit under under 35 U.S.C. §119(a) to Patent Application
No. 10-2012-0005334, filed in Korea on Jan. 17, 2012, all of
which are hereby expressly incorporated by reference into
the present application.

BACKGROUND OF THE INVENTION

1. Technical Field

The present invention relates to a sample adaptive offset
method for reducing difference between original samples
and reconstructed samples, and more particularly, to a
method of adaptively adding an offset to reconstructed
samples based on the difference between a current sample
and neighboring samples.

2. Discussion of the Related Art

For compression of video data, a plurality of video
standards has been developed. Such video standards are, for
example, MPEG-2, MPEG-4 and H.264/MPEG-4 AVC. As
a successor to H.264/MPEG-4 AVC, High Efficiency Video
Coding (HEVC) is currently under joint development by the
ISO/IEC Moving Picture Experts Group (MPEG) and ITU-T
Video Coding Expert Group (VCEG).

According to HEVC, one picture is divided into largest
coding units (L.CUs), one or more coding units of each LCU
are encoded by generating a prediction block using inter
prediction or intra prediction. The difference between an
original block and the prediction block is transformed to
generate a transformed block, and the transformed block is
quantized using a quantization parameter and one of a
plurality of predetermined quantization matrices. The quan-
tized coefficients of the quantized block are scanned by a
predetermined scan type and then entropy-coded. The quan-
tized coefficients are inversely quantized and inversely
transformed to generate a residual block which is combined
with the prediction block to generate reconstructed image.
The reconstructed image is adaptively filtered using one or
more deblocking filter to remove blocking artifacts.

But, the technique of deblocking filter described in H.264
and HEVC under development deteriorates decoding per-
formance of a decoding apparatus because the technique is
too complicated. Also, even if the deblocking filtering is
applied to the block edges, the differences between the
original samples and the filtered samples are still remained.
To compensate the differences, sample adaptive offset
(SAO) process is introduced. But, according to the current
SAO process, the differences between the original samples
and the filtered samples increase occasionally because the
optimum edge index should not be determined.

Therefore, new technique is required to reduce the com-
plexity of the post-processing and to improve the perfor-
mance of the post-processing.

SUMMARY OF THE INVENTION

The present invention is directed to a method of an edge
offset to reduce the difference between original samples and
reconstructed samples and to reduce the quantity of bits
required for compensating the differences.
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2

One aspect of the present invention provides a method of
applying an edge offset, comprising: generating an edge
index of a current sample, and applying an edge offset
corresponding to the edge index to the current sample. The
edge index is generated using the differences between a
current sample and two neighboring samples determined by
an edge offset type.

A method according to the present invention generates an
edge index of a current sample, and applies an edge offset
corresponding to the edge index to the current sample. The
edge index is generated using the differences between a
current sample and two neighboring samples determined by
an edge offset type. Accordingly, the difference between
original samples and reconstructed samples are effectively
reduced by generating the optimum edge index. Also, the
quantity of bits required for reducing the differences are
reduced by fixing the sign of offset to positive or negative.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating a moving picture
encoding apparatus according to an embodiment of the
present invention.

FIG. 2 is a block diagram illustrating a moving picture
decoding apparatus according to an embodiment of the
present invention.

FIG. 3 is a flow chart illustrating a deblocking filtering
process according to an embodiment of the present inven-
tion.

FIG. 4 is a conceptual diagram illustrating a method of
determining the boundary strength according to an embodi-
ment of the present invention.

FIG. 5 is a conceptual diagram illustrating a 4-sample
edge according to an embodiment of the present invention.

FIG. 6 is a conceptual diagram illustrating a method of
dividing a picture into multiples areas according to an
embodiment of the present invention.

FIG. 7 is a conceptual diagram illustrating edge types
according to an embodiment of the present invention.

FIG. 8 is a conceptual diagram illustrating edge indexes
according to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

Hereinafter, various embodiments of the present inven-
tion will be described in detail with reference to the accom-
panying drawings. However, the present invention is not
limited to the exemplary embodiments disclosed below, but
can be implemented in various types. Therefore, many other
modifications and variations of the present invention are
possible, and it is to be understood that within the scope of
the disclosed concept, the present invention may be prac-
ticed otherwise than as has been specifically described.

A moving picture encoding apparatus and an moving
picture decoding apparatus according to the present inven-
tion may be a user terminal such as a personal computer, a
personal mobile terminal, a mobile multimedia player, a
smartphone or a wireless communication terminal. The
image encoding device and the image decoding device may
be include a communication unit for communicating with
various devices, a memory for storing various programs and
data used to encode or decode images.

FIG. 1 is a block diagram illustrating a moving picture
encoding apparatus 1000 according to the present invention.

Referring to FIG. 1, the moving picture encoding appa-
ratus 1000 includes a picture division unit 1010, a transform
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unit 1020, a quantization unit 1030, a scanning unit 1040, an
entropy coding unit 1050, an intra prediction unit 1060, an
inter prediction unit 1070, an inverse quantization unit 1080,
an inverse transform unit 1090, a post-processing unit 1100,
a picture storing unit 1110, a subtraction unit 1120 and an
addition unit 1130.

The picture division unit 1010 divides a picture or a slice
into plural largest coding units (LCUs), and divides each
LCU into one or more coding units. The size of LCU may
be 32x32, 64x64 or 128x128. The picture division unit 1010
determines prediction mode and partitioning mode of each
coding unit.

An LCU includes one or more coding units. The LCU has
a recursive quad tree structure to specify a division structure
of the LCU. Parameters for specifying the maximum size
and the minimum size of the coding unit are included in a
sequence parameter set. The division structure is specified
by one or more split coding unit flags. The size of a coding
unit is 2Nx2N. If the size of the LCU is 64x64 and the size
of'a smallest coding unit (SCU) is 8x8, the size of the coding
unit may be 64x64, 32x32, 16x16 or 8x8.

A coding unit includes one or more prediction units. In
intra prediction, the size of the prediction unit is 2Nx2N or
NxN. In inter prediction, the size of the prediction unit is
specified by the partitioning mode. The partitioning mode is
one of 2Nx2N, 2NxN, Nx2N and NxN if the coding unit is
partitioned symmetrically. The partitioning mode is one of
2NxnU, 2NxnD, n[.x2N and nRx2N if the coding unit is
partitioned asymmetrically.

A coding unit includes one or more transform units. The
transform unit has a recursive quad tree structure to specify
a division structure of the coding unit. The division structure
is specified by one or more split transform unit flags.
Parameters for specifying the maximum size and the mini-
mum size of the transform unit are included in a sequence
parameter set.

The transform unit 1020 transforms residual signals to
generate a transformed block. The residual signals are
transformed in a transform unit basis. The residual signals
are derived by subtracting a prediction block which is
generated by the intra prediction unit 1060 or the inter
prediction unit 1070 from an original block.

Different transform matrix may be used according to the
prediction mode (intra prediction mode or inter prediction
mode). Also, in intra prediction mode, the transform matrix
may be adaptively determined based on an intra prediction
mode. The transform unit is transformed using two 1-di-
mensional transform matrixes (horizontal matrix and verti-
cal matrix). For example, in horizontal intra prediction mode
of intra prediction, a DCT-based integer matrix is applied to
vertical direction and a DST-based or KI'T-based integer
matrix is applied to horizontal direction because the residual
signals may have vertical directionality. In vertical intra
prediction mode of intra prediction, a DCT-based integer
matrix is applied to horizontal direction and a DST-based or
KL T-based integer matrix is applied to vertical direction.
Alternatively, the kind of transform matrix is determined
based on the size of the transform unit.

The quantization unit 1030 determines a quantization
parameter for quantizing the transformed block. The quan-
tization parameter is a quantization step size. The quantiza-
tion parameter is determined per a quantization unit. The
quantization unit is a coding unit larger than or equal to a
predetermined size. The predetermined size is called a
minimum size of the quantization unit. The quantization unit
having the minimum size is called a minimum quantization
unit. If a size of the coding unit is equal to or larger than a
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4

minimum size of the quantization unit, the coding unit
becomes the quantization unit. A plurality of coding units
may be included in the minimum quantization unit. The
minimum quantization unit may be an 8x8 block or a 16x16
block. The minimum size may be is determined per picture.

The quantization unit 1030 generates a quantization
parameter predictor and generates a differential quantization
parameter by subtracting the quantization parameter predic-
tor from the quantization parameter. The differential quan-
tization parameter is entropy-coded.

The quantization parameter predictor is generated as
follows.

First Embodiment

The quantization parameters of a left coding unit, an
above coding unit and an above-left coding unit are sequen-
tially retrieved in this order. The quantization parameter
predictor is generated using one or two available quantiza-
tion parameters. For example, the first available quantization
parameter is set as the quantization parameter predictor. Or
an average of first two available quantization parameters is
set as the quantization parameter predictor, and if only one
quantization parameter is available, the available quantiza-
tion parameter is set as the quantization parameter predictor.

Second Embodiment

There may be none of a left coding unit, an above coding
unit and an above left coding unit of the current coding unit.
On the other hand, there may be a previous coding unit of
the current coding unit in coding order. Thus, the quantiza-
tion parameters of neighboring coding units adjacent to the
current coding unit and the previous coding unit may be used
to generate the quantization parameter predictor. The quan-
tization parameters are retrieved as the following order; 1)
the quantization parameter of a left neighboring coding unit,
2) the quantization parameter of an above neighboring
coding unit, 3) the quantization parameter of an above-left
neighboring coding unit, and 4) the quantization parameter
of the previous coding unit.

Alternatively, the quantization parameters are retrieved as
the following order; 1) the quantization parameter of a left
neighboring coding unit, 2) the quantization parameter of an
above neighboring coding unit, and 3) the quantization
parameter of the previous coding unit.

An average of first two available quantization parameters
is set as the quantization parameter predictor when two or
more quantization parameters are available, and when only
one quantization parameter is available, the available quan-
tization parameter is set as the quantization parameter pre-
dictor. For example, if the quantization parameters of the left
and above coding units are available, an average of the left
and above quantization parameters is set as the quantization
parameter predictor. If only one of the quantization param-
eters of the left and above coding units is available, an
average of the available quantization parameter and the
quantization parameter of the previous coding unit is set as
the quantization parameter predictor. If the quantization
parameters of the left and above coding units are unavail-
able, the quantization parameter of the previous coding unit
is set as the quantization parameter predictor. The average is
rounded off.

The quantization unit 1030 quantizes the transformed
block using a quantization matrix and the quantization
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parameter to generate a quantized block. The quantized
block is provided to the inverse quantization unit 1080 and
the scanning unit 1040.

The scanning unit 1040 scans the quantized coefficients
and transforms the quantized coefficients into 1-dimensional
quantized coefficient components applying a scan pattern to
the quantized block.

In intra prediction mode, the distribution of the quantized
coeflicients varies according to the intra prediction mode
and the size of the transform unit. Thus, the scan pattern is
determined based on the intra prediction mode and the size
of the transform unit. The scan pattern may be selected
among a zigzag scan, vertical scan and horizontal scan. The
zigzag scan may be replaced with a diagonal scan.

For example, if the size of the transform unit is equal to
or smaller than 8x8, the horizontal scan is selected for the
vertical mode and a predetermined number of neighboring
intra prediction modes of the vertical mode, the vertical scan
is selected for the horizontal mode and the predetermined
number of neighboring intra prediction modes of the hori-
zontal mode, and the zigzag scan or the diagonal scan is
selected for the other intra prediction modes. When the size
of the transform unit is larger than 8x8, the zigzag scan or
the diagonal scan is selected for all intra prediction modes.

In inter prediction mode, a predetermined scan pattern is
used. The predetermined scan pattern may be a zigzag scan
or a diagonal scan.

When the size of the transform unit is larger than a
predetermined size, the quantized coefficients are divided
into a plurality of subsets and then scanned. The predeter-
mined size may be 4x4. The scan pattern for scanning the
subsets is the same as the scan pattern for scanning quan-
tized coefficients within each subset. The quantized coeffi-
cients within each subset are scanned in the reverse direc-
tion. The subsets are also scanned in the reverse direction.

A parameter indicating a last non-zero position is encoded
and transmitted to the decoder. The last non-zero position
specifies position of last non-zero quantized coefficient
within the transform unit. A parameter indicating a position
of a last non-zero quantized coefficient within each subset is
also transmitted to the decoding apparatus.

The inverse quantization unit 1080 inversely quantizes the
quantized coefficients. The inverse transform unit 1090
inversely transforms the inverse-quantized coefficients to
generate residual signals.

The addition unit 1130 adds the residual signals generated
by the inverse transform unit 1090 and prediction signals
generated by the intra prediction unit 1060 or the inter
prediction unit 1070. The subtraction unit 1120 subtracts
prediction samples from original samples to generate
residual signals.

The post-processing unit 1100 performs deblocking fil-
tering process, a sample adaptive offset process, and an
adaptive loop filtering process.

The deblocking filtering process is performed to remove
blocking artifacts which appears in the reconstructed pic-
ture.

The sample adaptive offset process is performed after
performing the deblocking filtering process to reduce dif-
ference between an original sample and a reconstructed
sample. It is determined per picture or slice whether the
sample adaptive offset process is performed or not. The
picture or the slice may be divided into a plurality of offset
areas, and an offset type may be determined per each area.
There are four edge offset types and two band offset types.
If the offset type is one of the edge offset types, an edge type
is determined per each sample within the offset area, and an
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offset corresponding to the edge type is added to the each
sample. The edge type is determined by comparing the
current sample with neighboring two samples.

The adaptive loop filtering process may be performed by
comparing the reconstructed image and an original image to
obtain filter coefficients. The filter coefficients are applied all
samples within 4x4 block or 8x8 block. Whether the adap-
tive loop filtering is performed or not is determined per
coding unit. Therefore, the size and coefficients of the loop
filter may be changed on a coding unit basis.

The picture storing unit 1110 receives reconstructed pic-
tures from the post-processing unit 1100 and stores them in
a memory. The picture is a frame-based picture or a field-
based picture.

The inter prediction unit 1070 performs motion estimation
using one or more pictures stored in the picture storing unit
1110, and determines one or more reference picture indexes
specifying one or more reference pictures and one or more
motion vectors. The inter prediction unit 1070 generates a
prediction block using the one or more reference picture
indexes and the one or more motion vectors.

The intra prediction unit 1060 determines an intra pre-
diction mode of a current prediction unit and generates a
prediction block using the intra prediction mode.

The entropy coding unit 1050 entropy-codes the quan-
tized coeflicient components received from the scanning unit
1040, intra prediction information received from the intra
prediction unit 1060, motion information received from the
inter prediction unit 1070.

FIG. 2 is a block diagram illustrating a moving picture
decoding apparatus 2000 according to the present invention.

As shown in FIG. 2, the moving picture decoding appa-
ratus 2000 includes an entropy decoding unit 2010, an
inverse scanning unit 2020, an inverse quantization unit
2030, an inverse transform unit 2040, an intra prediction unit
2050, an inter prediction unit 2060, a post-processing unit
2070, a picture storing unit 2080 and an addition unit 2090.

The entropy decoding unit 2010 extracts and entropy-
decodes the intra prediction information, the inter prediction
information and the quantized coefficient components from
a received bit stream. The entropy decoding unit 2010
transmits the inter prediction information to the inter pre-
diction unit 2060, transmits the intra prediction information
to the intra prediction unit 2050, and transmits the quantized
coeflicient components to the inverse scanning unit 2020.

The inverse scanning unit 2020 transforms the quantized
coeflicient components into 2-dimensional quantized block
using an inverse scan pattern.

In intra prediction mode, the inverse scan pattern is
selected based on the intra prediction mode and the size of
the transform unit. The inverse scan pattern may be selected
among a zigzag scan, vertical scan and horizontal scan. The
zigzag scan may be replaced with a diagonal scan.

For example, if the size of the transform unit is equal to
or smaller than 8x8, the horizontal scan is selected for the
vertical mode and a predetermined number of neighboring
intra prediction modes of the vertical mode, the vertical scan
is selected for the horizontal mode and the predetermined
number of neighboring intra prediction modes of the hori-
zontal mode, and the zigzag scan or the diagonal scan is
selected for the other intra prediction modes. When the size
of the transform unit is larger than 8x8, the zigzag scan or
the diagonal scan is selected for all intra prediction modes.

In inter prediction mode, a predetermined scan pattern is
used. The predetermined scan pattern may be a zigzag scan
or a diagonal scan.
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If the size of the current transform unit is larger than a
predetermined size, the quantized coefficient components
are inversely scanned in a subset basis to construct the
quantized block. The subset has the predetermined size. The
predetermined size may be 4x4. If the size of the transform
unit is equal to the predetermined size, the quantized coef-
ficient components of the transform unit are inversely
scanned to construct the transform unit. When the quantized
coeflicient components are inversely scanned in a subset
basis, the same inverse scanning pattern is applied to the
quantized coeflicient components of each subset.

The multiple subsets are inversely scanned in reverse
direction. The quantized coefficient components are also
inversely scanned in reverse direction. The inverse scan
pattern applied to the quantized coefficient components to
construct a subset is the same as the inverse scan pattern
applied to the multiple constructed subsets. The inverse
scanning unit 2020 performs inverse scanning using the
parameter indicating a position of a last non-zero quantized
coeflicient of the transform unit.

The inverse quantization unit 2030 receives the differen-
tial quantization parameter from the entropy decoding unit
2010 and generates a quantization parameter predictor to
obtain a quantization parameter of a current coding unit.

The quantization parameter predictor is generated as
follows

First Embodiment

The quantization parameters of a left coding unit, an
above coding unit and an above-left coding unit are sequen-
tially retrieved in this order. The quantization parameter
predictor is generated using one or two available quantiza-
tion parameters. For example, the first available quantization
parameter is set as the quantization parameter predictor. Or
an average of first two available quantization parameters is
set as the quantization parameter predictor, and if only one
quantization parameter is available, the available quantiza-
tion parameter is set as the quantization parameter predictor.

Second Embodiment

There may be none of a left coding unit, an above coding
unit and an above left coding unit of the current coding unit.
On the other hand, there may be a previous coding unit of
the current coding unit in coding order. Thus, the quantiza-
tion parameters of neighboring coding units adjacent to the
current coding unit and the previous coding unit may be used
to generate the quantization parameter predictor. The quan-
tization parameters are retrieved as the following order; 1)
the quantization parameter of a left neighboring coding unit,
2) the quantization parameter of an above neighboring
coding unit, 3) the quantization parameter of an above-left
neighboring coding unit, and 4) the quantization parameter
of the previous coding unit.

Alternatively, the quantization parameters are retrieved as
the following order; 1) the quantization parameter of a left
neighboring coding unit, 2) the quantization parameter of an
above neighboring coding unit, and 3) the quantization
parameter of the previous coding unit.

An average of first two available quantization parameters
is set as the quantization parameter predictor when two or
more quantization parameters are available, and when only
one quantization parameter is available, the available quan-
tization parameter is set as the quantization parameter pre-
dictor. For example, if the quantization parameters of the left
and above coding units are available, an average of the left
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and above quantization parameters is set as the quantization
parameter predictor. If only one of the quantization param-
eters of the left and above coding units is available, an
average of the available quantization parameter and the
quantization parameter of the previous coding unit is set as
the quantization parameter predictor. If the quantization
parameters of the left and above coding units are unavail-
able, the quantization parameter of the previous coding unit
is set as the quantization parameter predictor. The average is
rounded off.

The inverse quantization unit 2030 generates the quanti-
zation parameter of the current coding unit by adding the
differential quantization parameter and the quantization
parameter predictor. If the differential quantization param-
eter for the current coding unit is not transmitted from an
encoding side, the differential quantization parameter is set
to zero. The quantization parameter is generated per quan-
tization unit.

The inverse quantization unit 2030 inversely quantizes the
quantized block.

The inverse transform unit 2040 inversely transforms the
inverse-quantized block to generate a residual block. The
inverse transform matrix type is determined based on the
prediction mode (intra prediction mode or inter prediction
mode) and the size of the transform unit.

The addition unit 2090 generates reconstructed samples
by adding the residual block and a prediction block.

The intra prediction unit 2050 recovers the intra predic-
tion mode of the current prediction unit based on the intra
prediction information received from the entropy decoding
unit 2010, and generates a prediction block according to the
intra prediction mode.

The inter prediction unit 2060 recovers one or more
reference picture indexes and one or more motion vectors
based on the inter prediction information received from the
entropy decoding unit 2010, and generates a prediction
block using the one or more reference pictures and the one
or more motion vectors.

The operation of the post-processing unit 2070 is the same
of the post-processing unit 1100 of FIG. 1.

The picture storing unit 2080 stores pictures which is
post-processed by the post-processing unit 2070.

FIG. 3 is a flow chart illustrating a deblocking filtering
process according to the present invention.

The deblocking filtering process is performed by the
post-processing unit 1100 of the moving picture encoding
apparatus 1000 shown in FIG. 1 and by the post-processing
unit 2070 of the moving picture decoding apparatus 2000
shown in FIG. 2.

When it is determined that deblocking filtering is per-
formed on a slice, the deblocking filtering process is applied
to the slice. The moving picture decoding apparatus uses a
flag “diable_deblockingfilter flag® received from a bit
stream to determine whether the deblocking filtering is
performed or not per slice.

The deblocking filtering is performed on each coding unit.
The vertical edges are filtered first starting with the edge of
the left-hand side of the coding unit toward the right-hand
side of the coding unit. Then the horizontal edges are filtered
starting with the edge on the top of the coding unit towards
the bottom of the coding unit.

The deblocking filter is applied only to the prediction unit
edges and the transform unit edges. If the width or height of
the prediction unit or the transform unit is smaller than
8-sample length, the deblocking filter is applied only to the
edges lying on 8x8 sample grid.
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The boundary strength is determined on each 4-sample
edge lying on 8x8 sample grid (S110).

FIG. 4 is a conceptual diagram illustrating a method of
determining the boundary strength according to the present
invention.

As shown in FIG. 4, the boundary strength is determined
on each 4-sample edge lying 8x8 sample grid. Then, the
boundary strength is determined on edges of 8x8 block
using two consecutive boundary strength.

Accordingly, the computational complexity required to
determine the boundary strength according to the present
invention is reduced by 50% when compared with the
HEVC under development. Also, the present invention
reduces the memory capacity and bandwidth required to
determine the boundary strength by 50%. Therefore, the
present invention reduces the complexity of hardware and
software without deterioration of image quality.

FIG. 5 is a conceptual diagram illustrating a 4-sample
edge according to the present invention. As shown in FIG.
5, the 4-sample edge is located between a P block containing
sample p0 and a Q block containing sample q0. The sample
pO corresponds to one of the samples pO,~p0;, and the
sample g0 corresponds one of the samples q0,~q0,. The
block P and Q is a prediction unit or a transform unit.

The boundary strength is determined as follows. The
boundary strength is determined per 4-sample edge.

If the prediction unit containing the sample pO or the
prediction unit containing the sample qO is intra-coded, the
boundary strength of the 4-sample edge is set equal to 2. The
4-sample edge is a prediction unit edge. That is, if the block
P and block Q are inter-coded, the boundary strength is set
equal to O or 1.

If one or more following conditions are satisfied, the
boundary strength is set equal to 1.

1) The 4-sample edge is a transform unit edge, the
transform unit containing the sample p0 or the transform
unit containing the sample q0 contains one or more non-zero
transform coefficients.

2) The 4-sample edge is a prediction unit edge, the
prediction unit containing the sample p0 and the prediction
unit containing the sample q0 are inter-coded, and the
prediction unit containing the sample pO or the prediction
unit containing the sample qO0 have different reference
pictures or a different number of motion vectors.

3) The prediction unit containing the sample p0O and the
prediction unit containing the sample q0 are inter-coded, the
prediction unit containing the sample p0 and the prediction
unit containing the sample q0 have one motion vector, and
the absolute difference between the horizontal or vertical
component of the motion vectors is greater than or equal to
a predetermined value (for example, 1 sample). The edge is
not a part of a horizontal boundary of LCU.

4) The prediction unit containing the sample p0O and the
prediction unit containing the sample q0 are inter-coded, the
prediction unit containing the sample p0 and the prediction
unit containing the sample q0 have two motion vectors, the
prediction unit containing the sample p0 and the prediction
unit containing the sample q0 have at least one same
reference picture, and the absolute difference between the
horizontal or vertical component of two motion vectors
corresponding to the same reference picture is greater than
or equal to the predetermined value. The edge is not a part
of a horizontal boundary of LCU.

As described above, if the 4-sample edge is not lying on
the 8x8 sample grid, the boundary strength is set equal to 0.

On the other hand, when the edge is a horizontal edge of
LCU and a prediction unit containing the sample pO is
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located above the horizontal edge of LCU, the motion
information of the prediction unit containing the sample p0O
may be replaced with the motion information of a left or
right neighboring prediction unit of the prediction unit
containing the sample p0 based on the size and/or location
of the prediction unit containing the sample p0.

Next, it is determined whether deblocking filtering is
performed or not on the 4-sample edge (S120).

For 4-sample edge, deblocking filtering is performed if
the following two conditions are satisfied.

1) bS>0

2) d<p

The bS represents a boundary strength. The value of the
variable f is determined based on a boundary quantization
parameter QPj.

The variable d is defined as follows.

d=d o+d otd,3+d 3 1)

4, =1p2;=2-pliAp0;l and d;,=192,~2-q1,+q0,]

2)

Next, if it is determined that deblocking filtering is
applied to the 4-sample edge, one deblocking filter is
selected among a strong filter and a weak filter. But, if it is
determined that deblocking filtering is not applied to the
4-sample edge, the deblocking filtering process ends for that
edge. As shown in FIG. 5, a filter is selected for each
4-smaple edge.

If the following conditions are satisfied, the strong filter is
selected.

d<(p>>2) !
1p3,~p0,1+1g3,~q0,I<(B>>3) for each i, i=0, 3 2
[p0,~q0,1<(5*1,+1)>>1 for each i, i=0, 3 3)
Or

d<(p>>1) for each i, i=0, 3 b
1p3,-p0;1+g3,~q0,1<(p>>3) for each i, i=0, 3 2
1p0,—q0,1<(5%¢ +1)>>1 for each i, =0, 3 3)

Otherwise, the weak filter is selected. The value of the
variable t, is determined based on the boundary quantization
parameter QPj.

Next, if the deblocking filter is selected, the edge is
filtered using the deblocking filter (S140).

The strong filter is as follows.

POp242%p +2%po+2% gotq+4)>>3)
P1=(Da+p1+po+qot+2)>>2
D=2 p3+3+37poAp +potq0+4)>>3
90 =1 +2*pg+2*qo+2%q  +q,+4)>>3
9,'=(Po+qo+q,+q,+2)>>2

42'=(Potqotq 1 +3*qo+2%* q3+4)>>3
The weak filter is as follows.

A=Clip3(~t¢, 1c, A)
Po=Clipl(pg+A)
90=Clipl{go—A)

Ap=Clip3(=(-1c>>1), t>>1,((p4po+1)>>1)-p,+A)
>>1)
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pi'=Clipl(p;+Ap)

Ag=Clip3(-(1c>>1), 1>>1,(((q+90+1)>>1)-q,-A)
>>1)

q,'=Clipl(g,+Aq)

The variables  and t, are determined by the boundary
quantization parameter QPB, and increases monotonically
as the boundary quantization parameter QP increases. The
relation between the parameters § and t_, and the quantiza-
tion parameter is defined as a table.

The boundary quantization parameter QP is an average
of the quantization parameter QP, of P block containing
sample p0 and QP,, of Q block containing sample q0. The
average is a value rounded off. If at least one of P block and
Q block is intra-coded, the parameter t, increases by 0, 1 or
2 as the QPj increases by 1.

Now, the sample adaptive offset process according to the
present invention is described. The sample adaptive offset
process is performed by the post-processing unit 1100 of the
moving picture encoding apparatus 1000 shown in FIG. 1
and by the post-processing unit 2070 of the moving picture
decoding apparatus 2000 shown in FIG. 2.

FIG. 6 is a conceptual diagram illustrating a method of
dividing a picture into multiples areas according to the
present invention. A SAO type is defined per area.

As shown in FIG. 6, the areas are generated by dividing
a picture in a quadtree structure. The area may be an LCU.
There are three kinds of SAO types. If the SAO type is the
first type (OFF), the SAO process is not performed on the
corresponding area. If SAO type indicates band offset (BO),
a band offset is added to each sample within the area. If SAO
type indicates edge offset (EO), an edge offset determined by
an edge index is added to each sample within the area.

FIG. 7 is a conceptual diagram illustrating edge types
according to the present invention.

As shown in FIG. 7, there exist four edge types in the edge
offset. The edge type is determined by positions of neigh-
boring samples used to derive an edge index. The first edge
type indicates 1D 0-degree edge type, the second edge type
indicates 1D 90-degree edge type, the third edge type
indicates 1D 135-degree edge type, and the fourth edge type
indicates 1D 90-degree edge type. The sample C represents
a current sample and the two shaded samples represent two
neighboring samples determined by the edge type.

The sample adaptive offset process is performed as fol-
lows when the sample adaptive offset type indicates one of
edge offset types according to the present invention.

First, an edge index is derived using the differences
between a current sample and two neighboring samples. The
two neighboring samples are determined by the edge offset
type of a current area. The edge index is derived per sample
within the current area. The edge index is derived as follows.

edgeldx=2+ign3(recPicture(x)-recPicture(x—1))+
sign3(recPicture(x)-recPicture(x+1))

The function sign3(y) is equal to 1 if the y is larger than
0, the function sign3(y) is equal to -1 if the y is smaller than
0, and the function sign3(y) is equal to 0 if the y is equal to
0.

The variable recPicture(x) represents the current sample
value, the variables recPicture(x-1) and recPicture(x+1)
represent the two neighboring sample values. The two
neighboring samples are determined by the edge offset type
of the current area.
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FIG. 8 is a conceptual diagram illustrating edge indexes
according to the present invention. In FIG. 8, the horizontal
axis represents sample position and the vertical axis repre-
sents sample value.

As shown in FIG. 8, the edge index is set to O if both of
the two neighboring sample values are larger than the
current sample value, the edge index is set to 1 if one of the
two neighboring sample values is larger than the current
sample and the other is equal to the current sample value, the
edge index is set to 2 if one of the two neighboring sample
values is larger than the current sample and the other is
smaller than the current sample value, the edge index is set
to 3 if one of the two neighboring sample values is smaller
than the current sample and the other is equal to the current
sample value, and the edge index is set to 4 if both of the two
neighboring sample values are smaller than the current
sample. The edge index is also set to 2 if both of the two
neighboring sample values are equal to the current sample.

Meanwhile, when one of the two neighboring samples
belongs to another LCU, the edge offset may be not applied
to the current sample or another neighboring sample within
the current LCU is used instead of the neighboring sample
belonging to the another LCU.

Next, an edge offset is added to the current sample as
follows.

recSaoPicture(x)=recPicture(x)+Edge Offset[edgeldx/

The edge offset is determined based on the edge index. In
the moving picture decoding apparatus 2000, the edge offset
is obtained from a bit stream transmitted from the moving
picture encoding apparatus 1000. The moving picture
encoding apparatus 1000 may transmits 4 or 5 edge offsets.
It 4 edge offsets are transmitted, the edge offsets correspond
to the edge indexes 0, 1, 3, 4 respectively, the edge offset is
considered as 0 for edge index 2.

The edge offset may be a positive value or a negative
value. The quantity of bits required to transmit the 4 edges
offsets increases as the area is larger. A method of reducing
the quantity of bits according to the present invention is as
follows.

First Embodiment

A positive offset is applied to the edge index O and a
negative offset is applied to the edge index 4. That is, only
the absolute values of the two edge offsets are transmitted to
reduce the quantity of bits. For edge indexes 1 and 3, the
absolute value and sign of the edge offset are transmitted.

Second Embodiment

A positive offset is applied to the edge indexes 0 and 1 and
a negative offset is applied to the edge indexes 3 and 4. That
is, only the absolute values of the four edge offsets are
transmitted to reduce the quantity of bits.

Furthermore, the offset is not added to the current sample
if the difference between the current sample and a neigh-
boring sample is larger than a threshold. For example, if the
absolute value of the difference between the current sample
and a neighboring sample is larger than the threshold, the
offset value is set to 0. Otherwise, the negative offset or the
positive offset is used.

While the invention has been shown and described with
reference to certain exemplary embodiments thereof, it will
be understood by those skilled in the art that various changes
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in form and details may be made therein without departing
from the spirit and scope of the invention as defined by the
appended claims.
What is claimed is:
1. A method of post-processing a reconstructed image, the
method comprising:
determining that a deblocking filtering process is per-
formed per slice;
when it is determined that the deblocking filtering process
is performed, applying the deblocking filtering process
to the slice; and
applying an edge offset if a sample adaptive offset (SAO)
type indicates an edge offset,
wherein the deblocking filtering process comprises sub-
steps of:
determining a boundary strength for a 4-sample edge
which is a prediction edge or a transform edge and lies
on an 8x8 sample grid;
determining whether a deblocking filtering is applied on
the 4-sample edge or not using the boundary strength
and a boundary quantization parameter; and
filtering the 4-sample edge if the deblocking filtering is
applied on the 4-sample edge,
wherein the boundary quantization parameter is an aver-
age of a quantization parameter of a P block containing
sample p0 and a quantization parameter of a Q block
containing sample q0, the quantization parameter of the
P block is generated by using a quantization parameter
predictor and a differential quantization parameter of
the P block, and if two or more quantization parameters
are available among a left quantization parameter, an
above quantization parameter and a previous quantiza-
tion parameter of the P block, the quantization param-
eter predictor of the P block is generated using two
available quantization parameters which are deter-
mined according to an order of the left quantization
parameter, the above quantization parameter and the
previous quantization parameter,
wherein the step of applying an edge offset comprises the
sub-steps of:
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generating an edge index of a current sample; and

generating an edge offset corresponding to the edge index

to the current sample,

wherein the edge index is generated using the following

equation:
edgeldx=2+sign3(recPicture(x)-recPicture(x-1))+
sign3(recPicture(x)-recPicture(x+1)),

wherein the function sign3(y) is equal to 1 if the y is larger

than 0, the function sign3(y) is equal to -1 if the y is
smaller than 0, and the function sign3(y) is equal to O
if the y is equal to 0, and

wherein the variable recPicture(x) represents the current

sample value, the variables recPicture(x-1) and recPic-
ture(x+1) represent two neighboring sample values.

2. The method of claim 1, wherein the two neighboring
samples are determined by an edge offset type of a current
area.

3. The method of claim 1, wherein the edge offset is set
as negative or positive based on the edge index.

4. The method of claim 3, wherein the edge offset is set
as positive if the edge index is equal to 0 or 1.

5. The method of claim 3, wherein the edge offset is set
as negative if the edge index is equal to 3 or 4.

6. The method of claim 1, wherein the edge offset is set
to 0 if the edge index is equal to 2.

7. The method of claim 1, wherein if one of the two
neighboring samples belongs to another LCU, the edge
offset is not applied to the current sample.

8. The method of claim 1, wherein if one of the two
neighboring samples belongs to another LCU, the neighbor-
ing sample belonging to another LCU is replaced with
another sample within LCU.

9. The method of claim 1, wherein if only one quantiza-
tion parameter is available among the left quantization
parameter, the above quantization parameter and the previ-
ous quantization parameter of the P block, the available
quantization parameter is set as the quantization parameter
predictor of the P block.
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